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Summary 

In this deliverable we report on a standardized method to compare induced seismicity models. Here, we discuss how 

a comparison based on empirical distribution is more reliable than Log-Likelihood based on the Poissonian 

approximation as standardize approach in several earthquake forecasting exercises and practices (e.g., the 

Collaboratory for the Study of Earthquake Predictability – CSEP). Starting from the approach developed in the “Induced 

Seismicity Testbench” by Kiraly et al. (2016), we improve the model comparison by accounting for the full empirical 

distribution of forecasted rate. We derive   the probability of reproducing the observed rates directly from the full 

empirical distribution. We introduce the concept of Probability Gain as a measure of the model performance with respect 

to a null model. The approach is compatible with the previous formulation, and comparison is still possible by the 

assumption of a Poissonian distribution when the empirical distribution is not available. Results shows that with this 

method, the uncertainties are better taken into account, in particular for the case of small sample datasets. We compare 

both models with and without empirical distribution, and demonstrate how models with apparent similar average 

prediction in reality perform quite differently from a statistical perspective. 

This deliverable constitutes a first report on the current work, and in the future, it will be improved by accounting for 

more models and substantially more dataset. The approach will be then implemented in the Adaptive Traffic Light 

System (ATLS) for real-time evaluation of model performances. 

1. Introduction 

The assessment of performances of models in forecasting induced seismicity in real-time is essential for a correct 

implementation and weighting of model results in hazard calculation.In addition, developing model comparison tools 

can guide to the implementation of ensemble models that can also be constructed following a multi-component 

approach (1). Forecast tests can be run in retrospective, pseudo-prospective and also fully prospectively. The 

testbench in that sense is one element of the ATLS workflow, taking care of model performance evaluation and model 

weighting. 

 

To compare the performance of different computational models, we need to adopt a standardize testbench approach. 

As a starting point, we build on the approaches developed as part of the Collaboratory for the study of earthquake 

predictability (CSEP , www.cseptesting.org) and on the work for the 'Induced Seismicity Testbench' developed by 

Kiraly-Proag et al. (2016) (2). In their work (2), the authors compared both empirical/statistical and numerical models, 

and show how models may perform differently in the different stages of a stimulation procedure. Their approach is 

mainly based on standards as defined by the Collaboratory for the Study of Earthquake Predictability – CSEP. One 

drawback of this formulation is the assumption that the metrics for comparison is always a Poissonian distribution (2): 

the simulated seismicity rate is fed as mean for a Poisson’s distribution, and the Poissonian Log-Likelihood is calculated 

accordingly. This method may introduce strong biases: first, the induced seismicity models often do not respect the 

Poissonian definition of having forecasting space-time bins being independent from each other; secondly it will favor 

models that are Poissonian by definition. The latter was demonstrated in the context of earthquake forecasting by 

Nandan et al.  (3) who showed how by assuming for the full probability distribution constitutes a far better and fairer 

comparison metrics. 

 

In this deliverable, we developed a more general and reliable approach to compare models. We modified the output of 

some of the models to be able to simulate not a single forecast, but a full empirical distribution, and hence better define 

with what probability a given model can reproduce the observations. The knowledge of such probability enables the 

calculation of the Probability Gain as a measure of the model performance with respect to a null model. Regarding 

models with a single forecast, the comparison is still possible by accounting for the Poissonian distribution and its Log-

Likelihood. 

 

Here we show the results of such approach for three different models: two variations of an empirical model (4, 5) and 

a simplified hydromechanical model. The comparison is performed for two datasets. The first one was collected during 

a recent injection experiment at the Bedretto Underground Laboratory for Geonergy and Geosciences (6) and it serves 

as an example for a case of limited dataset. The second dataset is the injection experiment of Basel in 2006 (7), which 

serves as a classical dataset for model development and it has been extensively used in the past.  
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After introducing the three seismicity models, we present the approach for comparison via the Probability Gain and the 

results of the application to the two selected dataset. We then conclude with some outlook for future development. 

 

 

2. Seismicity models 

We have chosen three seismicity models that all share key characteristics useful for real-time data fitting, data 

assimilation and forecast of possible seismic hazard scenarios. The models are simple but robust enough to include 

the first order physical processes controlling induced seismicity during injection experiments. Two models (EM1_MLE 

and EM1_BH) are based on an empirical law that links the seismicity rate with the injected flow rate history and contains 

a set of parameters describing the geological and seismological characteristics of the stimulated rocks. Both models 

have been extensively tested on data of past injection experiments. Their statistical formulation allows to simulate 

forecasting scenarios and quantify probability associated to the expected seismicity rate changes as well as probability 

of occurrence of earthquakes in time bin horizon. The third model (HM0) belongs to a different class of simulator, linking 

the 1D analytical solution for fluid flow to a geomechanical-stochastic approach where the earthquake rate directly 

depends on the pressure profile simulated for the given injection operation. All three models can be efficiently executed 

in real-time applications and produce multiple forecasting scenarios, fundamental to advice operators during injection 

experiments. Computational efficiency is an important feature which guided us in selecting these rather simple models; 

nevertheless we are aware that these models can capture only the first order features of the complex processes behind 

induced seismicity. Moreover, we have implemented a simple and fast procedure to estimate uncertainties of the 

parameters of the two statistical models in order to introduce the expected aleatoric variability via Monte Carlo 

simulation when producing forecasting scenarios. The same approach was considered redundant for HM0 given its 

stochasticity nature, although limiting, for the time being, the output of such model to an average forecasted rate. 

2.1 Empirical Model 1 with Maximum Likelihood Estimation (EM1_MLE) 

The basis for the EM1_MLE model has been originally proposed by Shapiro et al. 2007 (8). The model is constructed 

to simulate the observed piecewise evolution of the seismicity rate during the two phases of the injection strategy, 

namely during and after the termination of the injection operation. It has been observed that the seismicity rate closely 

follows the injected flow rate but it is also dependent on the characteristics of the seismogenic volume stimulated during 

the injection. Mignan et al.  (4) improved then such a model to account for the post shut-in decay, and defined seismicity 

rate as follow: 

 

 
 

where �̇�(𝑡) is the injection flow rate as a function of time 𝑡 measured in 𝑚3/[𝑡] and 𝜃 = [𝑎𝑓𝑏 , 𝑏, 𝜏] are the model 

parameters describing the characteristics of the seismogenic volume stimulated, 𝑚0 is the magnitude of completeness 

and 𝑡𝑠 is the shut-in time, 𝑎𝑓𝑏 is the activation feedback, 𝑏 is the earthquake size ratio, and 𝜏 is the mean relaxation 

time of the medium after the injection ends.  

 

The model in Eq. 1 assumes that the seismicity rate 𝜆 is modulated by the injected flow rate during the operational 

phase and bears the underlying assumption that �̇�(𝑡) scales linearly with the overpressure induced in the rock volume. 

After the shut-in phase (𝑡 > 𝑡𝑠), the exponential decay of the rate is a first order approximation of a fluid diffusion 

process. Furthermore, Eq. 1 - despite the intrinsic simplicity compared with more complex fluid modeling - can be 

calculated in real-time and under data assimilation schemes, and the exponential term can capture the response of the 

fluid-stimulated seismogenic volume after shut-in operation. Finally, Mignan et al., (4) successfully fitted Eq.1 on 

different database of induced seismicity related to: six enhanced geothermal systems (EGS), an initial stage of a long-

term brine sequestration and one fracking at an oil field. For details on the model performance and statistical tests of 

𝜆(𝑡, 𝑚 ≥  𝑚0, 𝜃) =  {
10𝑎𝑓𝑏−𝑏𝑚0�̇�(𝑡)                                                 𝑡 ≤ 𝑡𝑠

10𝑎𝑓𝑏−𝑏𝑚0�̇�(𝑡)𝑒𝑥𝑝 (−
𝑡−𝑡𝑠

𝜏
)                         𝑡 > 𝑡𝑠

   (1), 
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goodness-of-fit, please refer to the original paper (4). Following Broccardo et al. (5), the model in Eq.1 is fitted to the 

data through a Maximum Likelihood Estimation method.  

2.2 Empirical model 1 within a Bayesian hierarchical framework (EM1_BH) 

The EM1_BH model consists in the implementation of Eq. 1 in a fully Bayesian hierarchical model with the assumption 

that the earthquake occurrence and hence the seismicity rate 𝜆 can be well approximated by a Non-Homogeneous 

Poisson Process (NHPP) (5). Mathematical details of the Bayesian hierarchical model are in Broccardo et al. (5), that 

we do not report to avoid redundancy. We limit to only discuss the main characteristics and flexibility that the Bayesian 

formulation introduces with respect to the EM1_MLE model.  

 

The fit of Eq. 1 with a statistical frequentist approach, as for EM1_MLE, returns a punctual estimation of the model 

parameters which leads to a “deterministic” value of the seismicity rate 𝜆. The implication is that the uncertainties in the 

parameter estimation is by definition only aleatoric. However, the uncertainty in the occurrence of induced earthquakes 

during injection operation can be divided in two contributions: one coming from the intrinsic aleatoric nature of the 

earthquake nucleation process, and the other arising from our limited knowledge of the physics controlling earthquake 

genesis in rocks stimulated by fluid-driven overpressure. The latter contribution is referred as epistemic uncertainty and 

can be reduced as our understanding of the physical processes leading to induced seismicity are better understood. 

In addition, information and data coming from past injection experiments can be used to further reduce or constrain the 

epistemic part of the total uncertainties.  

 

This is the rationale behind the development of the Bayesian model of Broccardo et al. (5), where the authors modelled 

Eq.1 through a NHPP as a likelihood of the model. In addition, they added a layer called prior model, where they 

modelled the parameters 𝜃 = [𝑎𝑓𝑏 , 𝑏, 𝜏] of Eq.1 as random variables using probability distribution functions (pdfs). The 

support of the pdfs of the parameters 𝜃 in the prior model is constrained by tapping from information of past injection 

experiments and thus reducing the epistemic uncertainties on the parameters. The prior model is combined with the 

model likelihood through the Bayes theorem, and the inference produces the posterior distribution of the parameter 𝜃 

and given the injected flow rate the seismicity rate 𝜆 can be inferred. The added value of the Bayesian approach is that 

the parameters estimation is not a single value but a full posterior distribution from which it is straightforward to derive 

descriptive statistics, i.e., mean, median, mode and their uncertainty as for example percentile range. The uncertainties 

of the posterior distributions can be easily propagated in the estimation of seismicity rate from Eq.1, as we will discuss 

later. This model has been successfully tested on the induced seismicity dataset of Basel 2006 injection experiments 

as a probabilistic forecasting tool proving also to be computationally efficient for real-time application. 

2.3 Analytical Hydro-Mechanical Model (HM0) 

We implemented a hybrid model by loosely coupling a 1D analytical solution for fluid flow with an analytical 

geomechanical-stochastic seismicity simulator. The latter was developed in the framework of the COSEISMIQ project. 

The 1D fluid flow simulator accounts for the solution of the linear pore-pressure diffusion inside the cylinder when 

hydraulic properties are constant. An analytical solution exists for this problem and at each time moment t the 

overpressure at distance r is the superposition of the kernel for every rate change in the injection rate Δqj that happened 

at tj<t and thus overpressure equals the summation of these kernels: 

 

 
 

 

where 𝐷 = 𝜅 𝑠𝜂⁄  is diffusivity, 𝑇 = 𝜅ℎ 𝜂⁄  is the transmissibility, 𝐸𝑖(∙) is the exponential integral function where 𝐸𝑖(−𝑥) ≈

ln 𝑥 for any large positive x. k, h, s,  are the permeability, the width of the cylinder, the effective compressibility and 

the viscosity, respectively.  

Practically the solution is the superposition of many simpler solutions. The computational cost scales with (Nj⋅Nr⋅Nt), 

where Nr and Nt are the size of the radii and the time moments at which the solution needs to be found.  

Δ𝑃(𝑡, 𝑟) = −
1

4𝜋𝑇
(∑ Δq𝑗𝐸𝑖 (−

𝑟2

4𝐷(𝑡−𝑡𝑗)
)

𝑁𝑗
𝑗=0 )   (2), 
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We implemented a fit function that finds the best fitting pair of T, D for the Nj injection steps Δqj found in the training 

dataset. For fitting, we minimize the Least Square with the differential evolution, which is an evolutionary algorithm for 

minimizing arbitrary non-linear cost functions.  

 

The fluid flow simulator is then coupled to a simplified, analytical approach considering two-dimensional Mohr-Coulomb 

circles for potential hypocenters in space, with two principal stresses σ3< σ1 following normal distributions. Then, the 

analytical Cumulative Density Function (CDF) and Probability Density Function (PDF) of a hypocenter being reactivated 

at a certain pressure Pf is found for the hydrostatic conditions of each radius. These analytical solutions are truncated 

to the lowest positive value Pf for which reactivation of fractures is expected and a numerical integration with depth may 

be needed. Besides the principal stresses, the solutions are conditioned on the orientation of the fracture and to the 

frictional properties of the fracture (i.e. friction and cohesion).  

 

The failure over-pressure Pf according to the Mohr-Coulomb criterion equals: 𝑃𝑓 = 𝑐/𝜇 + 𝜎𝑛 − 𝑃𝑝 + 𝜏/𝜇, where Pp is 

the formation's pressure, C and μ are the cohesion and the friction coefficient of the fracture, and σn and τ are the 

normal and the shear stress, respectively. Important angle property in 2D Mohr Coulomb Circles is the angle θ of the 

fracture with the two principal stresses S1 and S3, with S1> S3. The approach then assumes normal distributions for the 

principal stresses such that 𝜎1~ℵ(𝜎𝜎1, 𝜎𝜎1
2 ) and 𝜎3~ℵ(𝜎𝜎3, 𝜎𝜎3

2 ), where 𝜎𝜎𝑖 , 𝜎𝜎𝑖
2  are the mean and standard deviation for 

each stress component. It is easy to show that Pf would also follow a Normal distribution with mean value and standard 

deviation as: 

 
 

The model assumes a truncation at P0, the minimum possible failure pressure to be expected. This value should 

theoretically be at least equal to the hydrostatic pressure. 

 

The seismicity model is calibrated by matching, for each spatial bin, the cumulated evolution of seismicity with a Least 

Square minimization method via differential evolution algorithm. Calibrated parameters are the standard deviation of 

the maximum principal stress (𝜎𝜎1
2 ), the minimum failure pressure (P0), and the density of the normal distributions. 

 

3. Model comparison via information gain 

The ultimate goal during injection experiments is to produce reliable forecast of seismicity in order to advice operators 

and decision makers about plausible hazard and risk scenarios related to the induced seismicity. One of the key 

ingredients in hazard assessment is the choice of a reliable seismicity model that is able to not only fit/reproduce the 

seismicity, but provide meaningful forecast for the evolution of the seismicity. The seismicity model should provide a 

quantification of uncertainties related to the parameter’s estimation that in turn can be propagated through the model 

in the forecast phase. The final goal is to produce multiple scenarios that can capture the intrinsic variability of the 

induced seismicity and being meaningful to advice injection operators about actions to undertake during injection 

experiments. Therefore, the forecast performance of the seismicity models needs to be evaluated before their use in 

real-time application throughout an objective procedure that can enable to quantify the forecast ability of each model 

against the others.   

 

Here we present a strategy we have developed for model comparison. The algorithm is based on the information gain 

theory and is designed under a general framework which allows to test forecast performance of a model against any 

other. We apply this model selection tool to the three seismicity models discussed in Section 2 using data from Bedretto 

Undeground Lab 2020 and Basel 2006 injection experiment. We want to remark that the strategy is general and any 

seismicity model can be tested under the proposed strategy. We will make available the code to DEEP consortium 

partners to further test their seismicity models.  

𝑃𝑓 = (
𝐶

𝜇
− 𝑃𝑝) + 𝜎1(

1

2
(1 + (cos 2𝜃 −

sin 2𝜃

𝜇
)

⏟          
Θ

))+ 𝜎3(
1

2
(1 − (cos 2𝜃 −

sin2𝜃

𝜇
)

⏟          
Θ

))

𝜎𝑃𝑓
2 = 𝜎𝜎1

2 (1+Θ)2

4
+ 𝜎𝜎3

2 (1−Θ)2

4

   (3), 
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3.1  Uncertainties estimation and model simulations 

The uncertainties on the parameters of both statistical models presented in Section 2 is described in the following and 

it is different for the two models as a result of the different statistical framework they are built on.  

 

For model EM1_MLE (subsection 2.1), the Maximum Likelihood Estimation is used to infer the best fit parameters. In 

order to calculate the uncertainties on the model parameters 𝜃 = [𝑎𝑓𝑏 , 𝑏, 𝜏] we apply a non-parametric test based on 

the Likelihood Ratio (LR) concept. The LR test allows to calculate the confidence interval (CI) of each parameter in the 

model, in other words we find all values of the parameter 𝜃 (unidimensional for this example) within a given interval of 

the maximum value  𝑙(𝜃𝑚𝑎𝑥 , 𝑑𝑎𝑡𝑎) of the log-likelihood function. Under the normal assumption of the MLE, if 𝜃0 is the 

true value of the parameter 𝜃 then the log-likelihood ratio statistics 𝐿𝑅𝑆 =  2𝐿𝑜𝑔(𝐿(𝜃𝑚𝑎𝑥  ) ⁄ 𝐿(𝜃0  ) ) is approximately 

distributed like a 𝜒1
2 distribution with one degree-of-freedom. We can therefore construct the LR test under the null 

hypothesis that 𝐻0: 𝜃 =  𝜃0 and we reject the null hypothesis at the 𝛼-level if the 𝐿𝑅𝑆 exceeds the 100(1 − 𝛼)𝑡ℎ 

percentile of the 𝜒1
2 distribution, i.e., for 𝛼 = 0.05 we reject 𝐻0 if 𝐿𝑅𝑆 >3.84. The test allows to construct a CI for the 

model parameters in Eq.1 via the well know procedure called likelihood profiling. Specifically, we retain all 𝜃𝑘 for which 

𝐿𝑅𝑆 =  2𝐿𝑜𝑔(𝐿(𝜃𝑚𝑎𝑥  ) ⁄ 𝐿(𝜃𝑘  ) ) < 3.84 holds and obtain the 95% CI of each parameter. 

 

For the Bayesian model EM1_BH the estimation of uncertainties associated to each parameter is straightforward since 

the output of the model is already in the form of probability density function. We therefore simply calculated the 95% 

CI, i.e. all simulated values of 𝜃 = [𝑎𝑓𝑏 , 𝑏, 𝜏] falling in the 2.5 and 97.5 percentiles from the posterior distribution to be 

consistent with the LR test approach described above for EM1_MLE. We use the mode evaluated from the posterior 

distributions as best-fit parameters 𝜃𝑚𝑎𝑥.  

 

Once we have calculated the best-fit parameters and their 95% CI for both models, we produce synthetic catalogs as 

a forecast of the models in the validation phase by randomly drawing triplets of parameters 𝜃 = [𝑎𝑓𝑏 , 𝑏, 𝜏] from 

independent Gaussian distributions. The Gaussian distributions for each parameter are set with mean equal to the best-

fit value of parameters and standard deviation equal to 95% CI divided by four. We run the models to produce a single 

forecast in the validation phase using the flow rate �̇�(𝑡) as the only input parameter. The flow rate is taken deterministic 

as it is planned before the start of the injection experiment.  

 

For the HM0 model instead, estimating the uncertainty for the model parameters is not straightforward, given the more 

complex nature of this hydromechanical model. Therefore, we assume for now this model to be fully deterministic. 

Similarly to the statistical models, we fit HM0 in the training phase with flow rate/pressure and seismicity data and we 

produce a single forecast seismicity catalog in the validation phase using the hydraulic data as input. Finally, we are 

currently working on developing an efficient algorithm to simulate stochastically the HM0 input parameters and assess 

the variability of the output parameters in order to estimate model parameter uncertainties similarly with the 

methodology used for the two statistical models (see Outlook section).  

3.2  Probability gain as a model comparison tool 

In the previous section we have introduced the procedure to estimate uncertainties of the models and to simulate 

synthetic catalogs for the forecast in the validation phase given the parameter uncertainties. Now we will introduce and 

discuss our new model comparison approach.   

 

We use information gain theory and based on the seminal work proposed by Kagan and Knopoff (9), we follow the 

strategy proposed by Passarelli et al. (10) to compare frequentists and Bayesian models in real-time prospective. Kagan 

and Knopoff propose to use the probability gain (information gain in their terminology) as a measure of the predictive 

performance of a seismicity model against a Poisson model for earthquake occurrence. They calculate the probability 

gain as the difference between the log-likelihoods of any model and the Poisson one (9) scaled by a logarithmic 

conversion constant. The rationale behind the choice of testing again Poissonian earthquake occurrence is that this 

model is stationary and can describe the mainshock rate for a given large seismogenic zone when aftershocks are 

removed. However, induced seismicity is dominated by transient processes and involves fluid-rock interaction for the 

earthquake nucleation that make time and space evolution of seismicity far to be Poissonian. Induced seismicity falls in 
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the realm of so-called fluid-induced tectonic earthquake swarms which depart from mainshock-aftershocks sequences 

and do not have yet a general governing law to describe them (11). We therefore cannot use Poisson model as a 

benchmark for the model comparison test. We instead develop the model comparison test for two generic models, 

however in some situations one particular model can be set as benchmark for the comparison test (see our strategy in 

Section 4).  

 

Let’s suppose we have model A and B to test against each other and assess the forecast performance. The classical 

approach would be to calculate the probability gain (PG) or the predictive performance of the model as (9):  

 

𝑃𝐺 = 𝑙𝐴(𝜃|𝐻) −  𝑙𝐵(𝜃|𝐻) 𝑙𝑛2⁄      (2),  

 

where  𝑙𝑖(𝜃|𝐻) is the log-likelihood of model 𝑖 given the best estimate of parameters 𝜃 in the training phase conditioned 

to the data, and 𝐻 are the seismicity data in the catalog. 𝑃𝐺 is positive when model 𝐴 performs better than model 𝐵, 

and for negative 𝑃𝐺 B performs better than A, while for 𝑃𝐺 = 0 the two models equally perform. The absolute value of 

𝑃𝐺 gives an estimation on the magnitude of the gain. 

 

For our purposes, we do not have a classical likelihood function for the Bayesian model, instead we have a posterior 

distribution of the parameters from which we can simulate synthetic catalogs and calculate seismicity rates from Eq. 1. 

In addition, we are interested in evaluate the 𝑃𝐺 for the forecasts on the validation phase, i.e. “future observation” 

𝑙𝐴(𝜃|𝐻𝑓𝑢𝑡𝑢𝑟𝑒). Passarelli et al. (10) modified the strategy to calculate 𝑃𝐺 fulfilling the above conditions, directly 

calculating the probability of a given model to reproduce the  𝐻𝑓𝑢𝑡𝑢𝑟𝑒 observation.   

 

We follow the latter approach and calculate the terms in Eq. 2 as 𝑙𝑖(𝜃|𝐻𝑓𝑢𝑡𝑢𝑟𝑒) = 𝑙𝑛(Pr(𝑚𝑜𝑑𝑒𝑙𝑖   |  𝜃, 𝐻𝑓𝑢𝑡𝑢𝑟𝑒)) where 

we take the natural logarithm of the probability for 𝑚𝑜𝑑𝑒𝑙𝑖 to reproduce the observed 𝐻𝑓𝑢𝑡𝑢𝑟𝑒 that in our case is the 

observed seismicity rate 𝑟𝑜𝑏𝑠 = 𝑁𝑜𝑏𝑠 /Δ𝑡. 𝑁𝑜𝑏𝑠 is the number of earthquakes registered in the time window Δ𝑡, which 

can be the total time of the validation phase or a finer time bin discretization. In the following we name the probability  

𝑙𝑖(𝜃|𝐻𝑓𝑢𝑡𝑢𝑟𝑒) = 𝑙𝑛(Pr(𝑚𝑜𝑑𝑒𝑙𝑖   |  𝜃, 𝐻𝑓𝑢𝑡𝑢𝑟𝑒)) as “log-likelihood” for simplicity, although strictly speaking this is not a log-

likelihood in the statistical frequentist term and Eq. 2 is not anymore a log-likelihood ratio. We calculate 

Pr(𝑚𝑜𝑑𝑒𝑙𝑖   |  𝜃, Δ𝑟𝑜𝑏𝑠) from the empirical distribution of the simulated rate 𝑟𝑠𝑖𝑚
𝑗

 (where 𝑗 is the number of synthetics 

catalogs from EM1_MLE and EM1_BH see Subsection 3.1) and evaluate the probability of the small interval 

Δ𝑟𝑜𝑏𝑠 = [𝑟𝑜𝑏𝑠 − 𝑟−,  𝑟𝑜𝑏𝑠 + 𝑟+ ], where is 𝑟± = (𝑁𝑜𝑏𝑠  ± 1)/Δ𝑡.  For HM0 model, where a single seismicity catalog is 

used, we calculated instead the probability from a Poissonian Log-Likelihood as in previous approaches (2). 

 

We finally calculated the 𝑃𝐺𝑘 in 𝑘 time binned intervals on the validation set of data and call it “punctual PG” and the 

“total PG” as 𝑃𝐺𝑡 =  ∑ 𝑃𝐺𝑘𝑘 . The former will give an estimation of the forecasting performance in the single time bins, 

whereas the latter gives information on the overall forecasting horizon of the model.  

4. Results  

4.1 Bedretto Lab November 2020 injection experiment. 

We used the hydraulics and seismicity data recorded in the Bedretto Lab during the November 2020 injection 

experiment. The time of occurrence, magnitudes and 3D distribution of earthquakes is shown in Fig. 1 together with 

the injected flow rate and pressure. The data from the experiment spans nearly 35 hours and seismicity  

is recorded for the first 27 hours from the start of the injection operation. A total of 115 earthquakes were recorded with 

magnitudes ranging from -3.2 to -1.8. We split the dataset at time 15 hours after the start of the injection in a training 

phase which contains 80 earthquakes with the rest belonging to the validation phase (Fig. 1). The seismicity rate follows 

reasonably well the injection flow rate corroborating the use of the models presented in Section 2. 
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Figure 1: Data collected during the November 2020 injection experiment at the Bedretto Underground Lab. From top right to bottom left: 

Panel 1) Plot of seismicity and flow rate vs time. The solid line is the cumulative flow rate, circles are earthquakes. The dark color for line 

and circle indicates the training phase, light colors are validation phase. Panel 2) Injection plan. Panel 3) Pressure evolut ion and 

seismicity. Panel 4-6) Spatial distribution of seismicity, black circle represents earthquakes during the training phase, red during the 

validation phase. Cartesian reference system is with respect the top edge of the injection interval in the well.  Panel 5) Frequency 

magnitude distribution of all earthquakes, orange absolute and blue cumulative frequencies.         

 

As discussed in the previous sections, we fit the model and parameter uncertainties in the training phase for both EM1 

and HM0 models (Fig. 2). After time 15 hours, we use the model in a predictive way to forecast the validation phase by 

only using hydraulic data as input (Fig. 2). For EM1 models we produced 1000 synthetic seismicity catalogs by tapping 

the parameters from their uncertainty distributions (see subsection 3.1) while for HM0 we simulated a single realization. 

The results are reported in Fig. 2, where we present for EM1 models the median as best estimate of the number of 

events together with the variability of the simulated catalogs and parameters (shaded areas in Fig. 2 left and middle 

panel), while for HM0 we also show the single simulated catalog along with the input pressure profile used (Fig. 2 right 

panel). The median forecast catalogs of EM1 models overestimate the observed seismicity rate (thin black line in Fig. 

2, left panel). However, the larger variability of forecast catalogs of EM1_BH can well reproduce the observed 

earthquake rate (see blue shaded area in Fig. 2 left panel). This large variability in the forecast arises from the larger 

uncertainties associated with this EM1_BH (see Fig. 2 middle panel) compared with EM1_MLE. This implies that even 

if EM1_BH has larger uncertainties associated to the model parameter and apparently less precise, this model is more 

accurate in the simulation of forecast catalogs and better describe the temporal evolution of the observed seismicity of 

the validation phase. HM0 instead slightly underestimates the observed seismicity in the validation phase suggesting 

that Monte Carlo simulation of this model can be a promising path to explore. We however, postpone any discussion 

of the results of HM0 to after the implementation a stochastic simulation of this model within their uncertainties (see 

Outlook Section). 
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Figure 2:  From left to right: panel 1) Cumulative number of events for observed data and simulated by the three seismicity models used 

in main text. Vertical dashed line indicate separation in training and validation data. The light blue and red shaded areas represent the 

25th and 75th percentiles plotted around the median value of the N synthetics catalogs simulated from EM1_MLE and EM1_BH., 

respectively.. Panel 2) Frequency magnitude distribution and fit, shaded area (light blue and red) indicates the uncertainties in the 

parameters of Eq.1. Panel 3) Pressure profile (black/gray) and fit (orange) for model HMO.       

 

We have calculated the information gain as punctual and total PG using EM1_MLE as a reference model in time bins 

of 1800 sec. We present the results in Fig. 3 as plots of the terms in Eq. 2, namely the cumulative evolution of the log-

likelihood values (left panel) for the three models and the PG curves form EM1_B H and HMO against EM1_MLE (right 

panel) in the form of cumulative plots. As expected from the forecast results presented in Fig. 2, the best forecast 

performance is of EM1_BH which outperforms the other two models. The second model is HM0 for which unfortunately 

we do have only a single forecast catalog to test and not many scenarios.  

 

 

Figure 3:  From left to right: Panel 1) Cumulative value of the log-likleihood calculated from eq. 2 (see subsection 3.2 for details). Panel 

2) Cumulative plot of the punctual probability gain (PG); the total PG for each model is indicated in the legend. The PG is calculated 

against the EM1_MLE model and indicates that EM1_BH and HMO perform almost always better in forecasting seismicity than 

EM1_MLE.  

 

In summary, for the dataset from the Bedretto Underground Lab, where the number of induced earthquakes is relatively 

small, the best model is the one of larger parameter uncertainties, i.e. EM1_BH. The EM1_MLE model, where the model 

parameters in Eq.1 are well constrained by the data, has an intrinsic smaller variability in the forecast and it is not able 

to reproduce the observation in the validation phase. We want to point out that both EM1_MLE and the median model 

EM1_BH (blue and red dashed lines in Fig. 2 left panel) are very similar in the forecast performance. This arises from 
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the use of the small amount of data in the likelihood function of the two models. The difference with the Bayesian 

approach is that can incorporate additional information in the prior distribution model that combined with the likelihood 

model (data model) produce a better estimation of the epistemic uncertainties when a small sample dataset is used to 

fit the model. This is a well-known advantage of using Bayesian hierarchical modeling in cases where only the data per 

se are not enough to capture the variability of the process. In essence, the larger uncertainties in the model parameters 

are not always indicative of a poor fit, rather they indicate that data alone cannot suffice to fully capture the epistemic 

uncertainties in the studied process.  

4.2  Basel 2006 

We used the hydraulics and seismicity data recorded during the Basel 2006 injection experiment. The time of 

occurrence, magnitudes and distribution of earthquakes are shown in Fig. 4 together with the injected flow rate and 

pressure. The full dataset spans 12 days and a total of about 2000 earthquakes were recorded with magnitudes ranging 

from 0 to 3. As before, we split the dataset at time 100 hours after the start of the injection with training phase containing 

about 600 earthquakes and the rest belong to the validation phase (Fig. 2). The seismicity rate follows reasonably well 

the injection flow rate corroborating the use of the models presented in Section 2. 

 

 

Figure 4: Data collected during the stimulation of the Basel EGS in 2006. From top right to bottom left: Panel 1) Plot of seismicity and 

flow rate vs time. The solid line is the cumulative flow rate, circles are earthquakes. The dark color for line and circle indicates the 

training phase, light colors are validation phase. Panel 2) Injection plan. Panel 3) Pressure evolution and seismicity. Panel 4) Spatial 

distribution of seismicity, black circle represents earthquakes during the training phase, red during the validation phase. Panel 5) 

Frequency magnitude distribution of all earthquakes, orange absolute and blue cumulative frequencies.         

 

We use the same fitting strategy as the Bedretto Underground Lab dataset: we train the models in the first 100 hours 

of data and forecast 1000 synthetic catalogs for the validation phase (Fig. 5), while we calibrate the HM0 with pressure 

and simulate a single forecast catalog (Fig. 5). The results reported in Fig. 5 indicate a good match between the forecast 

median EM1_BH and EM1_MLE while HM0 systematically overestimate the observed seismicity rate. The uncertainties 

in the model parameter for EM1 models are smaller compared with the previous case study, and this is because of the 

larger dataset of Basel 2006 (Fig. 5 middle panel). As a consequence, the variability of the simulated forecast catalogs 

is smaller in Basel 2006 than in Bedretto (Fig. 5 left panel). In this case both EM1 models can produce reasonably well 

the data in forecast for the validation phase.   
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Figure 5:  From left to right: panel 1) Cumulative number of events for observed data and simulated by the three seismicity models used 

in main text. Vertical dashed line indicate separation in training and validation data. The light blue and red shaded areas represent the 

25th and 75th percentiles plotted around the median value of the N synthetics catalogs simulated from EM1_MLE and EM1_BH. Panel 2) 

Frequency magnitude distribution and fit, shaded area (light blue and red) indicates the uncertainties in the parameters of Eq.1. Panel 3) 

Pressure profile (black/gray) and fit (orange).       

 

We have calculated the information gain as punctual and total PG using EM1_MLE as a reference model in time bins 

of 3600 sec. We present the results in Fig. 6 as plots of the term in Eq. 2, namely the log-likelihood values (left panel) 

for the three models and the PG curves form EM1_B H and HMO against EM1_MLE (right panel) in the form of 

cumulative plots. For the model comparison performance, EM1_BH performs best compared to EM1_MLE although it 

is the model with largest uncertainties associated to the model parameters.  

 

 

Figure 6. From left to right: Panel 1) Cumulative value of the log-likleihood calculated from eq. 2 (see subsection 3.2 for details). Panel 2) 

Cumulative plot of the punctual probability gain (PG), the total PG for each model is indicated in the legend. The PG is calculated against 

the EM1_MLE model and indicates that EM1_BH and HMO perform almost always better in forecasting seismicity than EM1_MLE. 

 

5. Conclusions and Outlook  

In the current deliverable we have successfully implemented a probabilistic model comparison tool. While the CSEP 

community is highly active in developing standards for comparing seismicity forecasting model, they rely on a general 

Poissonian assumption that may not be reliable for induced seismicity models. Results show that with the currently 
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developed method, based on empirical distribution, the uncertainties are better taken into account, in particular for the 

case of little amount of data collected. We compare both models with and without empirical distribution, and 

demonstrate how models with apparent similar average prediction in reality perform quite differently from a statistical 

perspective. 

 

The model comparison tool allows a quick and immediate methodology to assess the forecast performances of two 

models in reproducing the data in a forecast perspective. At the same time, the approach is extremely flexible, and it 

can be implemented for any type of seismicity model, and it is comparable with the standard developed by the CSEP 

community. 

 

In the future, we plan to further improve the current approach by introducing an additional test in order to assess the 

quality of fit of a single model against the data in the validation phase (e.g. the N test as developed by the CSEP 

community to assess the over- and under-fitting of a model to the data). Future work will also see the testing of the 

approach on fully pseudo-perspective test. In particular, we plan to introduce a data assimilation scheme, where each 

model will be updated using the “future” data of each time bin in the validation phase following a pseudo real-time 

strategy.  

 

Ideally, all future models within DEEP will feature the simulation of N synthetic catalog, and for this reason we also plan 

to implement a stochastic simulation strategy for HM0 in order to obtain uncertainties in the parameters. 

 

Crucial will be the definition on how to perform the comparison for real-time application. In the current deliverable, we 

compared the model forecast on known data for each given sequence (the validation or forecast dataset). In real-time 

such a dataset is not yet available at the time of running the models, hence there are two possible solution that will be 

investigated. For the first approach, the training dataset will be split to allow some data for validation, although this 

would mean that not all available information will be used for calibrating the models. This approach is certainly very 

similar to what it was shown in this deliverable, and relies on the fact that more time bins are simulated (to model both 

the data in the validation dataset and to run the actual forecast on unknow period). A second approach would rely on 

past simulations: the data collected at time T could be used to compare performances of models that run at time T-1. 

In this way for each time T, the entirely available dataset could be used to train the models, although the weighing is 

actually done for past data, and it may not be accurate for the next forecast. 

 

While performing nicely, the proposed tool only compares forecasts in terms of seismicity, and does not account how 

well a given model can reproduce pressure (if simulated). Basically, a model with a completely off pressure solution, 

but with good matching for the seismicity evolution, will be considered “better” than others, while the eye of an expert 

modeler would reject such unphysical model. The current approach could be extended to work also for the pressure 

forecasting, with similar assumptions on the empirical distribution of the forecasted solution, but the comparison will 

never be fair between models of different classes (e.g. empirical and hydromechanical models). However, it should be 

noted that the model testbench is not meant to select one model, rather to assign weights to their forecasts to be used 

in hazard predictions. In this term, a fairer comparison would be to assign equal weights to the various model class, 

and perform comparison between models of the same class. 

 

The standardized approach will be available in the future as open-source toolbox (Task 5.3), and it constitutes a solid 

foundation for future model development. New or improved models can be plugged into the testbench and compared 

against a range of past sequences, so that modelers have rapid feedback on their models performance, speeding up 

model optimisation tremendously. It also establishes a benchmark metrics to assess how ‘good’ a model is, and how it 

compares to others. This will provide a rational baseline also for operators and decision makers to establish how much 

trust they can have in certain models and their forecast, and a baseline to develop good practise guidelines (Task 5.1). 

Finally, the testbench is a metric that through time will establish how the community has progressed in their skill to 

forecast induced seismicity in the context of deep geothermal energy exploitation. The standardize testbench approach 

will be fed with models from DEEP (Tasks 3.2 and 3.4) but will be opened for other modellers, representing a highly 

valuable resource for the FORGE community.  
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